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SUMMARY 

 
The large demand in the energy market requires that the Operation and Maintenance (O&M) in 

hydroelectric plants often take place under extreme conditions, as a consequence, it is common for 

several types of failures to occur. One way to increase the productivity of a hydroelectric plant is to 

ensure that it is fully operational. The occurrence of failures can lead to downtime and cause financial 

losses to the company that operates the plant. It is therefore in the interest of energy companies to find 

a way to avoid these types of failures and replace corrective and preventive maintenance with 

predictive maintenance. Since hydroelectric energy is acquired through the conversion of hydraulic 

energy supplied by a flow of water into electrical energy, the flow's contact with the turbine generates 

unwanted loads and vibrations throughout the generating unit, resulting in fatigue and anomalies. The 

distributor actuation is made by hydraulic pistons that transmit the movement to the regulating ring 

and with time they can present defects or anomalous behavior. Using a generator unit database 

containing vibration signals from sensors located in the regulation ring, features were extracted for 

mapping normal and anomalous behavior. These features are provided to a model based on an 

unsupervised machine learning approach, more specifically Deep Learning. A Deep Autoencoder was 

used to develop a proposed approach, this type of model consists of two symmetrical artificial neural 

networks. Anomaly detection was done using the reconstruction error of the signals obtained by the 

Deep Autoencoder. The results show that the proposed method based on Deep Learning is effective 

and robust in detecting anomalies in the control rings of bulb turbines, using unlabeled vibration data. 
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INTRODUCTION 

 

Hydroelectric power is a renewable source that is ancient and widespread throughout the 

world. Recently, the high demand in the energy market creates, in the context of Operation 

and Maintenance (O&M), extreme regimes in hydroelectric plants and, therefore, the concern 

with downtime avoidance and early detection of faults is constant. One way to increase the 

productivity of a hydroelectric plant, aiming at the aforementioned aspects, is to ensure that it 

is fully operable through optimized predictive maintenance practices. 

 

The occurrence of failures can result in downtime and bring financial, material, and even 

human losses to the company that operates the plant. So finding a way to avoid these types of 

failures, by replacing corrective and preventive maintenance with predictive maintenance is in 

the interest of energy companies. 

 

Concerning the turbines of interest in this study, Bulb-type generating units usually comprise 

mainly composed of buried parts, generators, water guides, main shafts, bearings, runners, 

and concrete components. All working parts are on the same axis, which is a horizontal-shaft 

turbine. 

 

The distributor actuation is made by hydraulic pistons that transmit the movement to the 

regulation ring, which is coupled to a lever system that controls the position of the guiding 

vanes. As hydroelectric energy is acquired through the conversion of hydraulic energy 

provided by a flow of water into electric power, the contact of the flow with the turbine 

generates unwanted loads and vibrations of the whole generating unit, thus causing fatigue 

and anomalies [1]. 

 

Through vibration monitoring of machines with adequate systems to perform it, it is possible 

to verify if there are anomalies in the vibration spectrum correlated with this failure mode 

within the machine. With proper analysis, valuable information can be obtained about the 

machine's health conditions. 

 

Finally, Deep Learning is part of a wide family of learning methods (Machine Learning) 

based on data representation and has been quite successful in advancing the state of the art in 

several areas [2], and in the electric sector its use in practice for fault diagnosis has also been 

advancing. 

 

Studies involving supervised learning methods require labeled data of the failure modes that 

one wants to monitor, that is, the data samples are previously identified as healthy or failures 

so that the models can be trained. As most hydroelectric power plants operate continuously 

and uninterruptedly, it is not trivial to collect data under all machine conditions, that is, 

normal and faulty conditions. 

 

To contribute to the solution of this problem, in this work an unsupervised Deep Learning 

approach is proposed. The proposed deep learning model can automatically capture useful 

signal information and detect anomalies in the regulation ring of Bulb-type turbines. 
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METHODOLOGY 

 

As illustrated in the diagram in Figure 1, the functioning of the proposed methodology is 

divided into four stages: data acquisition and processing, feature extraction, model training, 

anomaly detection and results in validation. 

 

 

 
 

Figure 1 - Diagram of the proposed methodology. 

 

 

Data acquisition 

 

In this study, data was used from the signal registers of the regulation ring of the distributor of 

the Generating Unit (GU) 38 at the Santo Antônio HPP located in Porto Velho, RO, Brazil. 

The adjustment ring has 2 proximeters, radial at 120° (DAR-120) and 240° (DAR-240) that 

measure displacement, sampled at 20kHz. The database has records collected between 2020 

and 2021. Figure 2 shows the example turbine with the regulation ring where the sensors are 

located. 

 

  
Figure 2 – Generating unit. Source: [3], modified by author 

 

 

In Figure 3, an example of the displacement signal of the DAR-120 and DAR-240 sensors can 

be seen. In total, around 1400 signals were acquired.  
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Figure 3 - Example of a signal for DAR-120 and DAR-240 sensors. 

 

 

Feature Extraction  

 

According to [4], given a large initial set of physical variables, the feature extraction process 

consists of generating a new set of variables with better discrimination capacity and smaller 

size than the initial set. Another important factor to be highlighted is that generally this new 

generated set ends up losing its physical meaning. As presented in [5], feature extraction has a 

very important role in the field of digital signal processing, given that it provides a more 

succinct numerical representation of the signal as it is built up and, consequently, the 

characterization of it in the context of machine learning becomes viable. 

 

The features are extracted in two domains : time and frequency, due to the information 

contained in both domains. The 34 extracted characteristics are presented below. 

 

Feature Extraction – Time Domain  

 

Let 𝑥𝑖(𝑛), n = 1, ... ,N be the sequence of samples contained in the analysis i-signal. 

 

 

Zero-Crossing Rate (ZCR): it can be defined as the zero crossing rate of a sampled frame, 

that is, the rate of change of the signal. It is defined by the number of times the numerical 

changes from positive to negative and vice versa, divided by the frame length.  Equation 1 

presents the expression that determines the ZCR: 
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𝑍[𝑥𝑖(𝑛)] =  
1

2𝑁
∑|𝑠𝑔𝑛[𝑥𝑖(𝑛)] − 𝑠𝑔𝑛[𝑥𝑖(𝑛 − 1)]|

𝑁

𝑛=1

 

 

(1) 

 

   

where 𝑠𝑔𝑛() is defined by the function presented in Equation 2. 

 

𝑠𝑔𝑛[𝑥𝑖(𝑛)] =  {
   1, 𝑖𝑓 𝑥𝑖(𝑛) ≥ 0 

−1, 𝑖𝑓 𝑥𝑖(𝑛) < 0 
 

 

(2) 

 

Energy: this feature provides information about the intensity and activity of the signal., its 

energy can be obtained by Equation 3. 

 

𝐸[𝑥𝑖(𝑛)] =  ∑ |𝑥𝑖(𝑛)|2 

𝑁

𝑛=1

 
 

(3) 

 

 

Entropy: it is a term with many meanings, but in the area of information theory it usually 

refers to the average uncertainty ratio that a process produces, which is measured by the well-

known discrete equation (Equation 4) of Shannon entropy. 

 

𝐻[𝑥𝑖(𝑛)] =  ∑ 𝑥𝑖(𝑛) log𝑎 𝑥𝑖(𝑛),

𝑁

𝑛=1

 
 

(4) 

 

 

where a is the base of the logarithm. 

 

 

Feature Extraction – Frequency Domain  

 

To extract spectral features, the Discrete Fourier Transform (DFT) is first applied to x(n), 

resulting in sequence called X(f).  

 

Spectral centroid: it is a measure that identifies the center of energy of a signal. The equation 

for the spectral centroid can be seen in Equation 5. 

 

𝐶𝑒𝑛𝑡𝑟𝑜𝑖𝑑 =  
∑ 𝑘𝑋(𝑘) 𝑁

𝑘=1

∑ 𝑋(𝑘) 𝑁
𝑛=1

    
 

(5) 

 

The result of this operation informs the average DFT index in which the largest portion of the 

spectrum's energy is contained.  

 

Spectrum entropy:according to [6], the spectral entropy can be calculated similarly to the 

signal entropy, but this time in frequency domain.  

 

Spectral Flux: can be understood as a measure of the spectral shift that occurs between two 

successive frames and can be calculated as the difference quadratic between two consecutive 

windows. 
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𝐹𝑡 =  ∑(𝑋𝑡(𝑘) − 𝑋𝑡−1(𝑘))2 

𝐿

𝑘=1

               
 

(6) 

    

where 𝑋𝑡(k) t is the L-length normalized magnitude of the Fourier transform at the current 

frame t. 

      

Spectral Rolloff: was extracted from the vibration signals. It refers to frequency under which 

a certain percentage (cutoff ) of the distribution of magnitude of the spectrum is contained [6]. 

 

Mel-Frequency Cepstral Coefficients (MFCC): they are a type of cepstral representation of 

a given signal. The MFCCs are very popular and widely used in systems where it is necessary 

to interpret information contained in signs. In this work, 13 filters were applied to extract the 

MFCC, thus, totalling 13 extracted features. 

 

Chroma vector: is a representation of the spectral energy of the signal made through a vector 

of 12 elements [8]. In this work, the 12 elements for each signal were extracted. 

 

 

Anomaly Detection - Deep Autoencoder 

 

Detecting anomalies is a crucial task in implementing machine learning models. Anomaly 

detection refers to the identification of patterns that are not in accordance with the expected 

normal behavior [9]. Anomaly detection in unsupervised models tries to find anomalies in the 

data without using any type of label. 

 

To develop the proposed approach, we used a deep autoencoder (Deep Auto Encoder - DAE), 

which has the task of reconstructing/synthesizing the input data in the output. A deep 

autoencoder is composed of two symmetrical artificial neural networks, where one represents 

encoding and the other decoding. 

 

The first network, after learning, encodes the input variables in a set called the latent space, 

with a representation of lesser dimensionality, which forces the network to learn the most 

salient characteristics of the training data. Meanwhile, the second decodes/reconstructs into 

synthesized equivalent variables. Learning the dataset leads the autoencoder to reconstruct the 

input variables approximating them to the probability distribution of the feature space [10]. 

 

From this, the reconstruction error is used as a metric to measure the degree of normality or 

anomaly of the data, as they are proportional quantities. Anomalies are detected by analysing 

the error in the reconstruction of vibration signals, that is, the difference between the acquired 

signals and those reconstructed by the neural network. 

 

The encoder can be represented by coding Equation 7. 

 

ℎ = 𝑓(𝑥)  (7) 

 

The decoder can be represented by decoding Equation 8. 

 

𝑟 = 𝑔(ℎ) (8) 
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The autoencoder in general can be described by Equation 9, where you want r as close as the 

original input x. 

𝑔(𝑓(𝑥)) = 𝑟  (9) 

 

 

 

Figure 4 presents the architecture of the deep autoencoder proposed in this work. 

 

 
Figure 4 -  Architecture of the proposed deep autoencoder model. Source: [11], modified by 

author 

 

Evaluation metrics 

 

To assess the quality of the proposed approach in detecting anomalies, evaluation metrics 

such as accuracy and precision were used. In this classification concept, we have some 

metrics that indicate the errors and successes of a model, compared to the expected result. 

 

• True Positives (TP): correct classification of the positive class; 

• False Negatives (FN): error in which the model predicted the negative class when the 

real value was positive class; 

• False Positives (FP): error in which the model predicted the positive class when the 

real value was negative class; 

• True Negatives (TN): correct classification of class negative. 
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Equation 10 shows how the accuracy metric is calculated, this metric indicates an overall 

performance of the model. Among all the rankings, how many did the model correctly 

classify. 

 

accuracy =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

 

 

(10) 

 

 

Equation 11 presents the precision metric, this metric indicates among all the classifications 

of the positive class that the model made, how many are correct. 

 

precision =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(11) 

 

 

RESULTS 

 

The first step of the results was to analyze the learning curve throughout the training of the 

model. A learning curve is a graph of the model's learning performance over experience or 

time. Figure 5 shows the learning curve in the training data in the validation data.  

 

 
Figure 5 - Model learning curve (Train and Validation). 

 

In it we can observe a good fit, where identified by a loss of training and validation that 

decreases to a point of stability with a minimum gap between the two final loss values. Model 

loss will almost always be less in the training dataset than in the validation dataset. This 

means that we should expect some gap between the lost train and validation learning curves. 

 

According to information collected from technicians responsible for the maintenance of the 

generating unit, points of anomalies were registered over time. Anomalies can be seen in 

Figure 6. 
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Figure 6 - Anomalies detected by field technicians. 

 

The model's response in relation to the anomaly detection can be seen in Figure 7. For a better 

visualization, a sum of the anomalies over time (accumulation) was performed to compare 

with data obtained from the plant technicians. 

 

 
Figure 7 - Accumulation of anomalies over time. 

 

Based on the equations that assess the quality of the model in detecting anomalies, it can be 

observed that the model obtained 92% precision and 87% accuracy in detecting anomalies, 

which can be considered good values. 

 

It is evident that the results of the detection carried out by the model were validated with field 

tests, thus being able to say that the model was able to detect the anomalies in the regulation 

ring.  Based on the results obtained and metrics for detecting and accumulating anomalies 

over time, we can say that the model would be a great tool to help those responsible for 

maintaining the regulation ring. Considering that the accumulation of anomalies can point out 

high loads and unwanted vibrations in the generating unit, mainly in the regulation ring, 

causing fatigue and defect. These accumulations can be indicative for possible preventive 

maintenance on the regulation ring. 

 

 

CONCLUSION 

The results confirm that the proposed approach based on deep machine learning is effective 

and robust in detecting anomalies in the regulating ring of bulb type turbines using the deep 

autencoder method with unlabeled vibration data. 
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In addition, the proposed approach could be used as a tool to assist maintenance teams with 

the objective of replacing corrective maintenance with preventive maintenance, considering 

that the accumulation of anomalies indicates something out of normality in the regulation 

ring. This approach can contribute to predictive maintenance in the Brazilian electricity 

sector. 
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